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Learning Objectives for this Lesson
By the end of this lesson, you should be 
able to…

• List some ways in which software can cause inadvertent 
harm or amplify inequities, with examples

• Explain some techniques that a software engineer can use 
to detect and mitigate these harms.



From SE @ Google:

As new as the field of software engineering is, we’re newer still at 
understanding the impact it has on underrepresented people and 
diverse societies. … [We must recognize] the increasing imbalance 
of power between those who make development decisions that 
impact the world and those who simply must accept and live with 
those decisions that sometimes disadvantage already marginalized 
communities globally. 



Badly -engineered software can kill people
Therac -25 (1985-1987)

• Bug in software caused 100x greater 
exposure to radiation than intended

• At least 6 died

• Likely far more suffered: deaths 
occurred over a period of 2 years!

• Weak accountability in manufacturer’s 
organization

“Therac-25” by Catalina Márquez, Wikimedia commons, CC BY-SA 4.0

https://ethicsunwrapped.utexas.edu/case-study/therac-25

https://ethicsunwrapped.utexas.edu/case-study/therac-25


Algorithmic sentencing systems can 
discriminate against Black defendants
Example: the COMPAS Sentencing Tool

Analysis of Broward County, FL data: “How We Analyzed the COMPAS Recidivism Algorithm” by Jeff Larson, Surya 
Mattu, Lauren Kirchner and Julia Angwin

ALL DEFENDANTS
WHITE 
DEFENDANTS

BLACK 
DEFENDANTS

Labeled Higher Risk, 
But Didn’t Re-Offend

32.4% 23.5% 44.9%

Labeled Lower Risk, Yet 
Did Re-Offend

37.4% 47.7% 28.0%

https://www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm


Algorithmic bias can discriminate against 
poorer consumers

https://www.wsj.com/articles/SB1000142412788732377720457818939181388153
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https://www.wsj.com/articles/SB10001424127887323777204578189391813881534


AI training systems can have serious impacts 
on climate.

“Energy and Policy Considerations for Deep Learning in NLP” Emma 
Strubell, Ananya Ganesh, Andrew McCallum, in Proceedings of ACL 2019

https://www.theregister.com/2020/11/04/gpt3_carbon_footprint_estimate/

Not to mention bitcoin 
mining!

https://arxiv.org/pdf/1906.02243.pdf
https://www.theregister.com/2020/11/04/gpt3_carbon_footprint_estimate/


Poor user interfaces can discriminate against 
differently -abled people.
Inclusivity and Accessibility: Domino’s Pizza LLC v. Robles

“Domino’s Would Rather Go to the Supreme Court Than Make Its Website 
Accessible to the Blind” by Brenna Houck, Eater Detroit

https://www.eater.com/2019/7/25/8930669/dominos-supreme-court-website-accessible-blind-users


Software Systems can be used to evade 
regulation. Example: Volkswagen diesel emissions

“How Volkswagen’s ‘Defeat Devices’ Worked” By Guilbert Gates, Jack Ewing, Karl Russell and Derek 
Watkins

https://www.nytimes.com/interactive/2015/business/international/vw-diesel-emissions-scandal-explained.html


Software can be used in 
unanticipated ways
• Good twitter: 

• Keeping people informed, 
• Organizing
• Helping people find communities
• “Verified identities”

• Bad twitter:
• Spreading misinformation
• Bullying
• Intimidation
• “Identities for sale, $7/month”



Inequities can arise in many ways 
• Intentional (like VW)
• Unintentional bias on the part of the 
designer (like “sex: male or female”

• Engineering shortcuts (like Domino’s)
• Unanticipated changes in usage or society 
(like Twitter)



Engineering Equitable Software 
Requires Conscious Effort
• Not just “don’t be evil”
• How do we determine what “the right 
thing” is?

• How do we convince our 
investors/managers to take this action?



Every design decision advantages 
some and disadvantages others
• Prioritize short print jobs over long ones?
• Prioritize high-value customers in phone 
queues?

• Whose interests to prioritize in 
recommendation systems?

• The people doing the searching?
• The people who have materials that they want 

found?
• The people running the recommendation system?

• Prioritize people who are “good risks”
• Red-lining
• Felt pads



There are often conflicting values 
that must be reconciled

• What would you generate 
as an alt-text for this 
image?

• A Native American man on 
a horse and a white woman 
on a horse?

• A man on a horse and a 
woman on a horse?

• One alternative reinforces 
racial stereotypes; the 
other denies the man his 
identity.



How should we go about analyzing 
our software for equity?



How can my software make a 
positive contribution?
•Can my software make people’s jobs 
easier?

•Can my software make people happier?
•Can my software amplify positive behavior 
for users and society at large?

•How can my software better achieve these 
goals?



How can my software cause harm?
•Who will be advantaged by the use of my 
software, and who be disadvantaged?

•How can my software fail? What are the 
implications of that failure?

•Who will use my software, and how might 
different users use it differently?

•How will my software impact those who 
do not use it directly?



What values might our software 
promote or diminish?
• Human rights - Inalienable, fundamental rights 

to which all people are entitled 

• Accessibility - Making all people successful users 
of the technology

• Justice - Procedural justice (process is fair) + 
distributive justice (outcomes are fair)

• Privacy - An individual’s agency in determining 
what information about them is shared

• Human welfare - Physical, material and 
psychological well-being

Value Sensitive Design @ Khoury

https://vsd.ccs.neu.edu/introduction/challenges/


Code of Ethics
ACM’s Code of Ethics Software Engineers

1. PUBLIC – Software engineers shall act consistently with the public interest.

2. CLIENT AND EMPLOYER – Software engineers shall act in a manner that is in the best interests of their client and 
employer consistent with the public interest.

3. PRODUCT – Software engineers shall ensure that their products and related modifications meet the highest professional 
standards possible.

4. JUDGMENT – Software engineers shall maintain integrity and independence in their professional judgment.

5. MANAGEMENT – Software engineering managers and leaders shall subscribe to and promote an ethical approach to the 
management of software development and maintenance.

6. PROFESSION – Software engineers shall advance the integrity and reputation of the profession consistent with the public 
interest.

7. COLLEAGUES – Software engineers shall be fair to and supportive of their colleagues.

8. SELF – Software engineers shall participate in lifelong learning regarding the practice of their profession and shall promote
an ethical approach to the practice of the profession.

1. PUBLIC – Software engineers shall act consistently with the public interest.

https://ethics.acm.org/code-of-ethics/software-engineering-code/

https://ethics.acm.org/code-of-ethics/software-engineering-code/


Code of Ethics
ACM’s Code of Ethics Software Engineers

1. PUBLIC – Software engineers shall act consistently with the public interest.

2. CLIENT AND EMPLOYER – Software engineers shall act in a manner that is in the best interests of their client and 
employer consistent with the public interest.
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standards possible.

4. JUDGMENT – Software engineers shall maintain integrity and independence in their professional judgment.

5. MANAGEMENT – Software engineering managers and leaders shall subscribe to and promote an ethical approach to the 
management of software development and maintenance.
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7. COLLEAGUES – Software engineers shall be fair to and supportive of their colleagues.
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an ethical approach to the practice of the profession.

https://ethics.acm.org/code-of-ethics/software-engineering-code/

1. PUBLIC – Software engineers shall act consistently with the public interest.

TLDR: No

https://ethics.acm.org/code-of-ethics/software-engineering-code/


Standards can give more concrete guidance.

• International bodies define standard processes that are 
designed to protect the public

• By (correctly) following such a standard, you can reduce 
the chance of harm to users, as well as your ethical (and 
legal) liability



Standards can give more concrete guidance.



Standards can give more concrete guidance.
Example: Domino’s + ADA

WCAG 2.0 Spe
cification

https://www.w3.org/TR/WCAG20/
https://www.w3.org/TR/WCAG20/


What actions can we take?
• How can we anticipate the harms our 
software might do?

• How do we design our software to 
mitigate unintentional harms?

• How do we work with our teams and 
employers to minimize the harms that 
our software might do?

• Everything can and should be iterated on, 
including the problem itself … what are 
we trying to solve?

24



Inclusiveness and Iteration are key
• For every piece of software you create, 

you should iterate on it and include a 
wide range of people to use your 
software.

• By including more people you can better 
detect biases and harm that your 
software might create on certain 
populations. 



Guidelines from Microsoft on how 
to create software for people that 
mitigates  harm.  

Link: https ://www.microsoft.com/en-us /research/uploads /prod/2020/03/Guidelines_summary_image@2x.png

http://www.microsoft.com/en-us/research/uploads/prod/2020/03/Guidelines_summary_image@2x.png










Where does this leave us?
So that we can sleep at night

• Consider the different ways that our software may impact others

• Consider the ways in which our software interacts with the political, social, 
and economic systems in which we and our users live

• Follow best practices, and actively push to improve them

• Encourage diversity in our development teams

• Engage in honest conversations with our co -workers and supervisors to 
explore possible ethical issues and their implications.



This lesson was about the harms that software 
can inflict 
You should now be able to…

• Suggest some ways in which software can cause inadvertent harm or amplify 
inequities, with examples

• Explain why the software engineer has a powerful role to play in avoiding 
such harms.



Learning Objectives for this Lesson
You should now be able to:

• List some ways in which software can cause inadvertent harm or amplify 
inequities, with examples

• Explain some techniques that a software engineer can use to detect and 
mitigate these harms.



Learning Objectives for this Lesson
You should now be able to:

• Explain several of the meanings of “the public interest”.

• List some sources of ethical guidance for a software engineer.

• List several things that a software engineer can do to try to behave in an 
ethical manner.
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