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Learning Objectives for this Lesson

By the end of this lesson, you should be
able to...

* List some ways in which software can cause inadvertent
harm or amplify inequities, with examples

« Explain some techniques that a software engineer can use
to detect and mitigate these harms.



From SE @ Google:

As new as the field of software engineering is, we're newer still at
understanding the impact it has on underrepresented people and
diverse societies. ... [We must recognize] the increasing imbalance
of power between those who make development decisions that
Impact the world and those who simply must accept and live with
those decisions that sometimes disadvantage already marginalized
communities globally.



Badly -engineered software can Kkill people
Therac-25 (1985-1987)

* Bug in software caused 100x greater
exposure to radiation than intended

* Atleast 6 died

* Likely far more suffered: deaths
occurred over a period of 2 years!

* Weak accountability in manufacturer’s
organization

“Therac-25” by Catalina Marquez, Wikimedia commons, CC BY-SA 4.0

https://ethicsunwrapped.utexas.edu/case-study/therac-25



https://ethicsunwrapped.utexas.edu/case-study/therac-25

Algorithmic sentencing systems can
discriminate against Black defendants

Example: the COMPAS Sentencing Tool

WHITE BLACK
ALL DEFENDANTS DEFENDANTS DEFENDANTS
Labeled Higher Risk, 32.4% 23.5% 44 9%
But Didn’'t Re-Offend
Labeled Lower Risk, Yet 37.4% 47.7% 28.0%
Did Re-Offend

Analysis of Broward County, FL data: "How We Analyzed the COMPAS Recidivism Algorithm” by Jeff Larson, Surya
Mattu, Lauren Kirchner and Julia Angwin



https://www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm

Algorithmic bias can discriminate against

poorer consumers

= THE WALL STREET JOURNAL. Q

Websites Vary Prices, Deals Based on
Users' Information

Getting Different Deals Online

A Journal examination found online retailers adjusted prices by a shopper’s location, among other factors

Staples.com Rosettastone.com
SnapSafe Titan safe

HIGHER PRICE

Homedepot.com
A 250-foot spool of electrical

DISCOUNT PRICE

$1,099.99 O

Six pricing groups, induding:
$70.80 in Ashtabula, Ohio
$72.45 in Erie, Pa.

$77.87 in Monticello, NY

for buying multiple levels of
German lessons, when test-
shopping from the U.S. or Canada.
But not from the UK. or Argentina.

Photas: | to r: SnapSafe; Home Depot; Rosetta Stome  Source: WSJ testing The Wall Street laumal
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FairTest: Discovering Unwarranted Associations in Data-Driven Applications*

Florian Tramer', Vaggelis Atlidakis?, Roxana Geambasu?, Daniel Hsu?,
Jean-Pierre Hubaux®, Mathias Humbert?, Ari Juels®, Huang Lin3

1Stanford, >Columbia University, > EPFL, “Saarland University, °Cornell Tech, Jacobs Institute

Abstract—In a world where traditional notions of privacy are
increasingly challenged by the myriad companies that collect
and analyze our data, it is important that decision-making
entities are held accountable for unfair treatments arising from
irresponsible data usage. Unfortunately, a lack of appropriate
methodologies and tools means that even identifying unfair or
discriminatory effects can be a challenge in practice.

We introduce the unwarranted associations (UA) framework,
a principled methodology for the discovery of unfair, discrimi-
natory, or offensive user treatment in data-driven applications.
The UA framework unifies and rationalizes a number of prior
attempts at formalizing algorithmic fairness. It uniquely com-
bines multiple investigative primitives and fairness metrics with
broad applicability, granular exploration of unfair treatment
in user subgroups, and incorporation of natural notions of
utility that may account for observed disparities.

We instantiate the UA framework in FairTest, the first
comprehensive tool that helps developers check data-driven
applications for unfair user treatment. It enables scalable and
statistically rigorous investigation of associations between ap-
plication outcomes (such as prices or premiums) and sensitive
user attributes (such as race or gender). Furthermore, FairTest
provides debugging capabilities that let programmers rule out
potential confounders for observed unfair effects.

We report on use of FairTest to investigate and in some
cases address disparate impact, offensive labeling, and uneven
rates of algorithmic error in four data-driven applications.
As examples, our results reveal subtle biases against older
populations in the distribution of error in a predictive health
application and offensive racial labeling in an image tagger.

1. Introduction

Today’s applications collect and mine vast quantities
of personal information. Such data can boost applications’
utility by personalizing content and recommendations, in-
crease business revenue via targeted product placement, and
improve a wide range of socially beneficial services, such
as healthcare, disaster response, and crime prevention.

The collection and use of such data raise two important
challenges. First, massive data collection is perceived by
many as a major threat to traditional notions of individual
privacy. Second, the use of personal data for algorithmic

*Work done while the first author was at EPFL.

decision-making can have unintended and harmful conse-
quences, such as unfair or discriminatory treatment of users.

In this paper, we deal with the latter challenge. Despite
the personal and societal benefits of today’s data-driven
world, we argue that companies that collect and use our
data have a responsibility to ensure equitable user treatment.
Indeed, European and U.S. regulators, as well as various
policy and legal scholars, have recently called for increased
algorithmic accountability, and in particular for decision-
making tools to be audited and *“tested for fairness™ [1], [2].

There have been many recent reports of unfair or
discriminatory effects in data-driven applications, mostly
qualified as unintended consequences of data heuristics or
overlooked bugs. For example, Google’s image tagger was
found to associate racially offensive labels with images
of black people [3]; the developers called the situation a
bug and promised to remedy it as soon as possible. In
another case [4], Wall Street Journal investigators showed
that Staples’ online pricing algorithm discriminated against
lower-income people. They referred to the situation as an
“unintended consequence” of Staples’s seemingly rational
decision to adjust online prices based on user proximity to
competitors’ stores. This led to higher prices for low-income
customers, who generally live farther from these stores.

Staples’ intentions aside, it is evidently difficult for
programmers to foresee all the subtle implications and risks
of data-driven heuristics. Moreover, these risks will only
increase as data is passed through increasingly complex
machine learning (ML) algorithms whose associations and
inferences may be impossible to anticipate.

We argue that such algorithmic biases are new kinds
of bugs, specific to modern, data-driven applications, that
programmers should proactively check for, debug, and fix
with the same rigor as they apply to other security and
privacy bugs. Such bugs can offend and even harm users, and
cause programmers and businesses embarrassment, mistrust,
and potentially loss of revenue. They may also be symptoms
of a malfunction of a data-driven algorithm, such as a ML
algorithm exhibiting poor accuracy for minority groups that
are underrepresented in its training set [5].

We refer to such bugs generically as unwarranted as-
sociations. Understanding and identifying unwarranted as-
sociations is an important step towards holding automated
decision-making entities accountable for unfair practices,
thus also providing incentive for the adoption of corrective
measures [1], [2], [6], [7].

The Unwarranted Associations Framework. In order to

https://www.wsj.com/articles/SB1000142412788732377720457818939181388153
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Al training systems can have serious impacts
on climate.

TheA Register’ Consumption COze (Ibs)
¢ AL ML ) Air travel, 1 passenger, NY<+SF 1984
Al me to the Moon... Carbon fpotnrint for - — 1 year 11.023
'training GPT-3' same as drivi :Jg 1 year 36,156

satellite and back

Get ready for Energy Star stickers on youl N Ot to m e ntl O n b |tCO| n el: 1 lifetime 126:000

Katyanna Quach Wed 4 Nov 2020 // 07:59 UTC

Training OpenAl’s giant GPT-3 text-generating n m I n I n g ! lﬂdel (GPU)
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More specifically, they estimated teaching the ne . .
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Phew.

"Energy and Policy Considerations for Deep Learning in NLP” Emma
Strubell, Ananya Ganesh, Andrew McCallum, in Proceedings of ACL 2019

https.//www.theregister.com/2020/11/04/gpt3_carbon_footprint_estimate/



https://arxiv.org/pdf/1906.02243.pdf
https://www.theregister.com/2020/11/04/gpt3_carbon_footprint_estimate/

Poor user interfaces can discriminate against
differently -abled people.

Inclusivity and Accessibility: Domino’s Pizza LLC v. Robles

Domino’s Would Rather Go to the
Supreme Court Than Make lIts
Website Accessible to the Blind

Rather than developing technology to support users with disabilities, the pizza chain is taking

its fight to the top Jul 15 2019 Brief amicus curiae of Washington Legal Foundation filed.

by Brenna Houck | @EaterDetroit | Jul 25,2019, 6:00pm EDT

Jul 15 2019 Brief amici curiae of Retail Litigation Center, Inc., et al. filed.

Jul 15 2019 Brief amicus curiae of Cato Institute filed.

Jul 15 2019 Brief amicus curiae of Restaurant Law Center filed.

Jul 15 2019 Brief amici curiae of Chamber of Commerce of the United States of

America, et al. filed.

“Domino’s Would Rather Go to the Supreme Court Than Make lts Website
Accessible to the Blind” by Brenna Houck, Eater Detroit



https://www.eater.com/2019/7/25/8930669/dominos-supreme-court-website-accessible-blind-users

Software Systems can be used to evade
regulation.

Example: Volkswagen diesel emissions

The Emissions Tests That Led to
the Discovery of VW’s Cheating

The on-road testing in May 2014 that led th@California Air Resources Board to

bped with the 2-liter turbocharged _.--"I'é‘lain oomptut‘ler "y
_~ ngine cantrol moduie
d that when tested on the road, some A W i /

Diesel oxidation

g . R /
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' ' ; s Sensors i ]
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URBAN (SAN DIEGO) 37 times - / ' =" Nitrogen oxide trap
RURAL (UP AND DOWNHILL) 38 times AN ' This system traps nitrogen oxides, reducing toxic

emissions. But the engine must regularly use more
fuel to allow the trap to work. The car's computer
could save fuel by allowing more pollutants to pass
through the exhaust system. Saving fuel is one
potential reason that Volkswagen'’s software could
URBAN (LOS ANGELES) 20 times have been altered to make cars pollute more,
according to researchers at the International

2012 Volkswagen Passat

HIGHWAY 9 times limit

URBAN (SAN DIEGO) 17 times Council on Clean Transportation.
RURAL (UP AND DOWNHILL) 17 times
U S Iimit Illustration by Guilbert Gates | Source: Volkswagen, The International Council on Clean Transportation

.04 grams/kilometer

Source: Arvind Thiruvengadam, Center for Alternative Fuels, Engines and Emissions at West Virginia University

“How Volkswagen’s ‘Defeat Devices’ Worked” By Guilbert Gates, Jack Ewing, Karl Russell and Derek
Watkins



https://www.nytimes.com/interactive/2015/business/international/vw-diesel-emissions-scandal-explained.html

Software can be used in
unanticipated ways

« Good twitter:

« Keeping people informed,

» Organizing

« Helping people find communities
« "Verified identities”

 Bad twitter:

« Spreading misinformation

« Bullying

« Intimidation

« “"Identities for sale, $7/month”



Inequities can arise in many ways

« Intentional (like VW)

« Unintentional bias on the part of the
designer (like “sex: male or female”

« Engineering shortcuts (like Domino’s)

« Unanticipated changes in usage or society
(like Twitter)



Engineering Equitable Software
Requires Conscious Effort

* Not just "don’t be evil”

 How do we determine what “the right
thing” is?

 HOw do we convince our
investors/managers to take this action?



Every design decision advantages
some and disadvantages others

 Prioritize short print jobs over long ones?

* Prioritize high-value customers in phone
queues?

» Whose interests to prioritize in
recommendation systems?

« The people doing the searching?
 The people who have materials that they want

found?
 The people running the recommendation system?
» Prioritize people who are "good risks” iy
» Red-lining So° &

» Felt pads




There are often conflicting values
that must be reconciled

* What would you generate
as an alt-text for this
image”?

* A Native American man on
a horse and a white woman
on a horse?

* A man on a horse and a
woman on a horse?

* One alternative reinforces
racial stereotypes; the
other denies the man his
identity.




How should we go about analyzing
our software for equity?




How can my software make a
positive contribution?

Can my software make people’s jobs
easier?

Can my software make people happier?

Can my software amplify positive behavior
for users and society at large?

‘How can my software better achieve these
goals?



How can my software cause harm?

WWho will be advantaged by the use of my
software, and who be disadvantaged?

‘How can my software fail? What are the
implications of that failure?

Who will use my software, and how might
different users use it differently?

‘How will my software impact those who
do not use it directly?



What values might our software
promote or diminish?

« Human rights - Inalienable, fundamental rights
to which all people are entitled

« Accessibility - Making all people successful users
of the technology

« Justice - Procedural justice (process is fair) +
distributive justice (outcomes are fair)

VALUE
» Privacy - An individual’s agency in determining SENSITIVE
what information about them is shared DESIGN
« Human welfare - Physical, material and TECHNOLOGY

psychological well-being ANyl

BATYA FRIEDMAN
DA\



https://vsd.ccs.neu.edu/introduction/challenges/

Code of Ethics

ACM'’s Code of Ethics Software Engineers

1. PUBLIC — Software engineers shall act consistently with the public interest.

.
€

1. PUBLIC — Software engineers shall act consistently with the public interest.

)

cn r

4. JUDGMENT - Software engineers shall maintain integrity and independence in their professional judgment.

5. MANAGEMENT - Software engineering managers and leaders shall subscribe to and promote an ethical approach to the
management of software development and maintenance.

6. PROFESSION- Software engineers shall advance the integrity and reputation of the profession consistent with the public
interest.

/. COLLEAGUES - Software engineers shall be fair to and supportive of their colleagues.

8. SELF — Software engineers shall participate in lifelong learning regarding the practice of their profession and shall promote
an ethical approach to the practice of the profession.

https://ethics.acm.org/code-of-ethics/software-engineering-code/



https://ethics.acm.org/code-of-ethics/software-engineering-code/

Code

ACM'’s

1. PUBLIC —

.
€

1. PUBI

)

cn r

4 JUDGMEN recent ethics scandals in the news. Organizations, like the ACM,
publish codes of ethics to guide software-related ethical decisions.
5. MANAGED  1In fact, the ACM has recently demonstrated renewed interest in its
management code of ethics and made updates for the first time since 1992. To
better understand how the ACM code of ethics changes software-
6. PROFESSION=Sornwareenginee dll"advance tne egrity anc
interest.

| I <« B |

Does ACM’s Code of Ethics Change Ethical Decision Making
in Software Development?

Andrew McNamara
North Carolina State University
Raleigh, North Carolina, USA

ajmcnama@ncsu.edu

ABSTRACT

Ethical decisions in software development can substantially impact
end-users, organizations, and our environment, as is evidenced by

TLDR: No

“merson Murphy-Hill

rth Carolina State University
leigh, North Carolina, USA
emerson@csc.ncsu.edu

The first example is the Uber versus Waymo dispute [26], in
which a software engineer at Waymo took self-driving car code to
his home. Shortly thereatter, the engineer left Waymo to work for a
competing company with a self-driving car business, Uber. When
Waymo realized that their own code had been taken by their former
employee, Waymo sued Uber. Even though the code was not ap-
parently used for Uber’s competitive advantage, the two companies
settled the lawsuit for $245 million dollars.
> MIUIC U

9 w VV > MU

/. COLLEAGUES - Software engineers shall be fair to and supportive of their colleagues.

8. SELF — Software engineers shall participate in lifelong learning regarding the practice of their profession and shall promote
an ethical approach to the practice of the profession.

https://ethics.acm.org/code-of-ethics/software-engineering-code/



https://ethics.acm.org/code-of-ethics/software-engineering-code/

Standards can give more concrete guidance.

INTERNATIONAL IEC
STANDARD 62304

* International bodies define standard processes that are
designed to protect the public -

Software life cycle processes

* By (correctly) following such a standard, you can reduce
the chance of harm to users, as well as your ethical (and

legal) liability

This English-language version is derived from the original
bilingual publication by leaving out all French-lanqguage
pages. Missing page numbers correspond to the French-

language pages.

eeeeeeeeeeeeeee




Stand

ards can give more concrete gul

o The latest general information on the Coronavirus (COVID-19) is available on Coronavirus.gov. For FAA-specific COVID-19 resources, please visit faa.gov/coranavirus.

f.! United States Department of Transportation

Federal Aviation
Administration

Aircraft Certification
Aircraft Registration
Airworthiness Certification
Continued Operational Safety
Design Approvals

Engines and Propellers

Field Approvals & Supplemental
Type Cerlificates (STCs)

Rotorcraft

Small Airplanes

Supplemental Type Certificates
International
Locate an Office
Production Approvals

Senior Technical Experts Program
(STEP)

Aircraft Safety

General Aviation & Recreational
Aircraft

Repair Stations

About Jobs News

Search

AIRCRAFT AIR TRAFFIC AIRPORTS PILOTS & AIRMEN DATA & RESEARCH REGULATIONS SPACE

FAA Home » Aircraft » Aircraft Certification » Design Approvals

Aircraft Certification Software and
Airborne Electronic Hardware

The Aircraft Certification Service i1s concerned with the approval of
software and airborne electronic hardware for airborne systems (e.g.,
autopilots, flight controls, engine controls), as well as that used to
produce, test, or manufacture equipment to be installed on airborne
products. The FAA Aircraft Certification Service develops policy, guidance
and training for software and airborne electronic hardware that has an
effect on the airborne product (a "product” is an aircraft, an engine, or a
propeller).

For a list of people you can contact for additional information regarding
Aircraft Certification Software and Airborne Electronic Hardware
activities, please visit the Contacts page.

Email List Update

We are updating the email list used for notification of activities relating to
airborne digital systems developed using software and airborne
electronic hardware. To be added to the list. send an email to

I .
iy

Top Tasks

Get Form 337, Major Repair
and Alteration

Reqgister an aircraft
Look up an N-Number &

Review preliminary accident
data

Find aircraft safety alerts
Search for SAIBs

FAA CONTINUED
OPERATIONAL SAFETY

gl

dance.

Q

DRONES




Standards can give more concrete guidance.

Example: Domino’s + ADA

Domino’s Would Rather Go to the
Supreme Court Than Make Its
Website Accessible to the Blind

Rather than developing technology to support users with disabilities, the pizza chain is taking
its fight to the top

by Brenna Houck | @EaterDetroit | Jul 25,2019, 6:00pm EDT
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Table of Contents

Introduction
WCAG 2.0 Layers of Guidance

WCAG 2.0 Supporting Documents
Important Terms in WCAG 2.0

WCAG 2.0 Guidelines
1 Perceivable
1.1 Provide text alternatives for any non-text content so that it can be changed into other forms

1.2 Provide alternatives for time-based media.

1.3 Create content that can be presented in different ways (for example simpler layout) without
losing information or structure.

1.4 Make it easier for users to see and hear content including_separating_foreground from
background.

2 Operable
2.1 Make all functionality available from a keyboard.

2.2 Provide users enough time to read and use content.
2.3 Do not design content in a way that is known to cause seizures.
2.4 Provide ways to help users navigate, find content, and determine where they are.

3 Understandable
3.1 Make text content readable and understandable.

3.2 Make Web pages appear and operate in predictable ways.
3.3 Help users avoid and correct mistakes.

4 Robust
4.1 Maximize compatibility with current and future user agents,_including assistive
technologies.

Conformance
Conformance Requirements

Conformance Claims (Optional)

Statement of Partial Conformance - Third Party Content
Statement of Partial Conformance - Language

Appendices

Appendix A: Glossary (Normative)

Appendix B: Acknowledgments
Appendix C: References

WCAG 2.0 Spe
cification



https://www.w3.org/TR/WCAG20/
https://www.w3.org/TR/WCAG20/

What actions can we take?

« HOw can we anticipate the harms our
software might do?

 How do we design our software to
mitigate unintentional harms?

« How do we work with our teams and
employers to minimize the harms that
our software might do?

e Everything can and should be iterated on,
including the problem itself ... what are
we trying to solve?

24



Inclusiveness and Iteration are key

. For every piece of software you create,
you should iterate on it and include a
wide range of people to use your
software.

. By including more people you can better
detect biases and harm that your
software might create on certain
populations.



Guidelines from Microsoft on how
to create software for people that
mitigates harm.

Microsoft

ink: https://www.microsoft.com/en-us/research/uploads/prod/2020/03/Guidelines summary image@2x.png



http://www.microsoft.com/en-us/research/uploads/prod/2020/03/Guidelines_summary_image@2x.png

1
INITIALLY

Make clear what
the system can do

Help the users understand what

the Al system is capable of doing.

<> INITIALLY

.
INITIALLY

Make clear how
well the system can
do what it can do.

Help the user understand how
often the Al system may make

mistakes.

Microsoft



3
DURING INTERACTION

Time services

based on context.

Time when to act or interrupt
based on the user’'s current task

ana environment,

4
DURING INTERACTION

Show contextually
relevant
information.

Display information relevant to the

users current task and

2NVIirconment,

@j DURING INTERACTION

5
DURING INTERACTION

Match relevant
social norms.

Ensure the expenence 15 delivered
in a way that users would expect
given their social ana cultural

context

6
DURING INTERACTION

Mitigate social
biases.

Ensure the Al system’s language
and behaviors do not reinforce
undesirable and unfair sterectypes

and Diases,

Microsoft
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OVER TIME

E
OVER TIME

Learn from user
behavior.

Remember recent
interactions.

® OVER TIME
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OVER TIME

Update and adapt
cautiously.

15
OVER TIME

Encourage granular
feedback.

16
OVER TIME

Convey the
consequences of
user actions.

17
OVER TIME

Provide global
controls.

18
OVER TIME

Notify users about
changes.
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ST 3005 OF uDdates 11
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Where does this leave us?

S0 that we can sleep at night

Consider the different ways that our software may impact others

Consider the ways in which our software interacts with the political, social,
and economic systems in which we and our users live

Follow best practices, and actively push to improve them
Encourage diversity in our development teams

Engage in honest conversations with our co -workers and supervisors to
explore possible ethical issues and their implications.



This_les_,son was about the harms that software
can inflict
You should now be able to...

* Suggest some ways in which software can cause inadvertent harm or amplify
Inequities, with examples

* Explain why the software engineer has a powerful role to play in avoiding
such harms.



Learning Objectives for this Lesson

You should now be able to:

* List some ways in which software can cause inadvertent harm or amplify
Inequities, with examples

* Explain some techniques that a software engineer can use to detect and
mitigate these harms.



Learning Objectives for this Lesson

You should now be able to:

* Explain several of the meanings of “the public interest”.
* List some sources of ethical guidance for a software engineer.

* List several things that a software engineer can do to try to behave in an
ethical manner.
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